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Types of statistical knowledge in alternation learning:
insights from artificial grammar learning

Jennifer Kuo

1. Introduction

Phonotactics are static probabilistic generalizations about how phonemes can combine in a given
language. In English, for example, adjacent sequences of sibilants are restricted, so words like *[sSak]
*[paZz] are not observed. On the other hand, the alternations of a language are changes to morphemes
that depend on their morphophonological context. For example, in Dutch, final [t] sometimes alternates
with [d] under suffixation in intervocalic environments (e.g. [vEr"VEit]∼[vEr"VEid-en] ‘widen’).

There is reason to believe that phonotactic knowledge and alternation learning are connected. Crosslin-
guistically, alternations often serve to remove violations of phonotactic restrictions. For example, alter-
nation of the English plural (e.g. [bId-z] vs. [fIS-@z]) removes sibilant clusters (e.g. *[fIS-z]), resulting
in outputs that respect the general phonotactic restriction against sibilant clusters. This connection be-
tween phonotactics and alternations was recognized by Chomsky & Halle (1968), and is also built into
frameworks like Optimality Theory (Prince & Smolensky 1993), where both are enforced using the same
markedness constraints. Experimental work also suggests that alternations are learned better when they
have phonotactic support (e.g. Pater & Tessier 2005, Chong 2021).

Despite the posited connection between phonotactics and alternations, mismatches between the
two are also observed crosslinguistically. These include morphologically derived environment effects
(Kiparsky 1993, Chong 2019), as well as cases of allomorphy that are not phonologically optimizing
(Paster 2009, 2013). For example, in Turkish, velars are deleted intervocalically at a morpheme bound-
ary (e.g. [bebek]∼[bebe-in] ‘baby-nom/gen’), suggesting the presence of a constraint against intervocalic
stops. However, within morphemes (i.e. in the stem phonotactics), intervocalic velars are maintained
(e.g. [haraket] ‘motion’, [sigorta] ‘insurance’; Inkelas & Orgun 1995). Such cases cannot be straightfor-
wardly accounted for in models where phonotactics and alternations are isomorphic. Instead, they support
approaches where phonotactics and alternations are accounted for using separate mechanisms.

Overall, the relationship between phonotactics and alternations is still not well-understood. It is unclear
when phonotactics and alternations are allowed to mismatch, and when are they not. If phonotactics and
alternations are enforced using separate mechanisms, how and when do the two interact? One possibility
is that the influence of phonotactics is conditioned by paradigm-internal frequencies. There is extensive
evidence that speakers track paradigm-internal distributions when learning alternations. In particular,
speakers frequency-match, or apply alternations in a way that matches the proportion at which they occur
within that paradigm (Ernestus & Baayen 2003). Going back to the Dutch example, it turns out that
across the Dutch lexicon, final [t] is usually non-alternating under suffixation ([vEr"VEit]∼[vEr"VEit-en]
‘reproach’), but alternates with [d] around 25% of the time ([vEr"VEit]∼[vEr"VEid-en] ‘widen’). Ernestus &
Baayen (2003) find that speakers, when asked to provide suffixed forms for wug words, apply [t]∼[d]
alternation at roughly this same rate. This type of frequency-matching behavior has been replicated in
extensive work (e.g. Coleman & Pierrehumbert 1997, Zuraw 2000, Albright & Hayes 2003).

The current paper addresses whether phonotactics and paradigm-internal frequencies interact in
alternation learning. If phonotactics are constrained by paradigm-internal frequencies, speakers might
only draw on phonotactics when paradigm-internal frequencies are uninformative. In other words, if
there is ambiguity in whether or not an alternation should apply, learners will draw more heavily on
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their phonotactic knowledge. On the flip side, when paradigm-internal frequencies are highly informative,
an alternation is allowed to apply (or not-apply) even if the resulting output contradicts phonotactic
generalizations. Under this account, phonotactics and alternations are driven by separate mechanisms,
but tend to line up because when an alternation is ambiguous, speakers are biased to apply the alternant
that is phonotactically conforming. Over time, this could result in reshaping of the lexicon (e.g. through
mislearning of existing words, or the introduction of new words) in way that causes phonotactics and
alternations to align.

Studying the link between frequency-matching and phonotactics is difficult in part because phono-
tactics and paradigm-internal frequency distributions usually align cross-linguistically. As a result, there
is limited natural language data that shows how speakers behave when the two factors conflict. To circum-
vent this issue, we conduct an artificial grammar study where the relationship between phonotactics and
paradigm-internal frequencies can be controlled for.

2. Methods

The experiment consisted of a training phase followed by a testing phase. In the training phase,
participants learned an artificial language where final [p] sometimes alternates with [k] under suffixation
(e.g. dinesp∼dinesk-a), while other segments are always non-alternating. In the testing phase, they were
then evaluated on how they applied these p∼k alternations to novel words.

2.1. Conditions

Two factors were varied: the rate of alternation in the training phase, and the phonotactic well-
formedness of the suffixed forms. First, there were four between-speaker training conditions, varying by
the proportion of p∼k alternating forms that a participant was exposed to (20%, 40%, 60%, 80%). For
example, participants in the 20% condition were exposed to a language with a strong preference for non-
alternation, where only 20% of p-final forms underwent p∼k alternation. If participants frequency-match,
they should apply p∼k alternations more when the input has a higher proportion of alternating forms.

Additionally, phonotactic well-formedness of the suffixed forms was varied during the testing phase,
using speakers’ phonotactic intuitions for English. In the training phase, k-final words were only ever
shown with a vowel-initial suffix /-a/ (e.g. dinesp∼dinesk-a). However, in the testing phase, k-final words
were given with two consonant-initial suffixes, /-wa/ and /-la/. Crucially, when p-final items are suffixed
with /-wa/, the alternating and non-alternating variants differ with respect to their (English) phonotactic
well-formedness. This is illustrated in (1a-b).

For a stem like [tIhasp], when the final [p] is non-alternating, the resulting suffixed form has a
phonotactically dispreferred onset cluster [pw] (Hammond 1999, Hayes & Wilson 2008). Note that this
restriction is not categorical in English, in that [pw] onsets are very rare, but still observed (especially in the
context of loanwords like Puerto Rico). Even if [p] is syllabified as a coda (e.g. [tIhasp.wa]), the resulting
output still violates phonotactic restrictions against medial CC codas (Borowsky 1986, 1989). The suffix
/-la/ is included as a control; when p-final forms are suffixed with /la/, as in (1c-d), the alternating and
non-alternating options are neutral with respect to phonotactics, as [pl] and [kl] are equally well-formed
onsets. If participants utilize phonotactics in alternation learning, they should apply more alternations
when the suffix is /-wa/ (vs. /-la/).

(1) Example stimuli
stem suffix=/-wa/ option phonotactics

a. tI."hasp tI."has.pwa non-alternating marked onset *[pw]
b. tI."hasp tI."has.kwa p∼k alternation unmarked onset [kw]

stem suffix=/-la/ option phonotactics
c. ga."narp ga."nar.pla non-alternating unmarked onset [pl]
d. ga."narp ga."nar.kla p∼k alternation unmarked onset [kl]



The phonotactic restriction utilized in this study comes from the native language of participants, who
are English speakers. We choose to use participants’ native language phonotactics for the following reasons.
Native language phonotactics are likely to be learned more robustly than completely novel phonotactics
taught in an experimental context. Additionally, in experimental settings, it is difficult to confirm whether
participants successfully learned a phonotactic restriction, and if they learned the target restriction, rather
than other arbitrary generalizations. In contrast, prior experimental work, including Scholes (2016) and
Hayes & Wilson (2008), have found that the phonotactic dispreference for *pw onsets is productive for
English speakers.

This choice does rely on the assumption that speakers can draw on native language phonotactics in
the learning of artificial languages. There is support for this assumption from studies like Pater & Tessier
(2005), who conduct an artificial grammar learning study and find that novel alternations are better learned
when they are motivated by native language phonotactics. Skoruppa & Peperkamp (2011) is another study
that takes advantage of participants’ native language knowledge. In this study, native French speakers were
taught artificial dialects of French that had a novel vowel (dis)harmony pattern, but otherwise conformed
to French phonotactic restrictions.

Work on alternation learning has found effects of learning biases that should also be controlled for.
First, speakers show a preference for non-alternation, which can be characterized formally as paradigm
uniformity (Steriade 1997), uniform exponence (Kenstowicz 1996), or output-output correspondence
(Benua 1995). White (2013) frames this preference as gradient, in that speakers prefer perceptually less
salient alternations (with non-alternation being the ideal option). In our experimental design, phonotactics
and the non-alternation bias make predictions in the opposite directions. When the suffix is /-wa/, it is the
alternating option that reduces phonotactic violations. Therefore, if participants apply more alternations
when the suffix is /-wa/, this cannot be explained as a preference for non-alternation.

In addition to this non-alternation preference, speakers have also been found to prefer formally less
complex patterns (complexity/analytic bias; Moreton & Pater 2012b). For example, Pycha et al. (2003)
find a complexity bias; they test the learning of three different patterns, and find that both vowel harmony
and vowel disharmony are learned better than an arbitrary vowel alternation, which would require more
features to describe. In the current study, participants learn only a single alternation pattern, so differences
in how well participants learn this pattern should not be attributable to complexity bias effects.

Finally, there is also evidence that speakers preferentially learn phonetically motivated patterns
(substantive bias; Moreton & Pater 2012a), where an alternation promotes articulatory ease or provides
perceptual benefits. For example, Finley & Badecker (2012) tests the learning of different vowel harmony
patterns, and finds that a perceptually motivated harmony pattern is learned better than other comparable
harmony patterns. The current study minimizes effects of substantive bias by teaching participants an
arbitrary alternation pattern (p→k in non-final position) that has no clear phonetic motivation.

2.2. Predictions

As already described in the previous section, if participants frequency-match, they should apply p∼k
alternations at roughly the same rate as what they were exposed to in the training phase. This is illustrated
by the hypothetical results in Fig. 1A. Additionally, if phonotactics can modulate frequency-matching,
there should be an effect of suffix type; as illustrated in Fig. 1B, participants should apply more alternations
when the suffix is /-wa/ (vs. /-la/).

However, there are also different possibilities for how frequency-matching and phonotactics interact.
Phonotactics could have a uniform effect across all rates of alternation, as is shown in Fig. 1B, or
phonotactics could be constrained in some way by frequency-matching. Fig. 1C illustrates one possible
interaction, where phonotactics has an effect only when the alternation rates are close to chance.

2.3. Stimuli

In the training phase, participants saw 30 p-final words and 30 fillers ending in other non-alternating
consonants. In the testing phase, they saw 24 new words (16 p-final words, 8 ending in a consonant other
than [p]). Stimuli were all of the shape C1V1.C2V2C3C4, with a light initial syllable followed by a heavy
syllable with a CC consonant cluster. C1 and C2 were always either [h] or a coronal consonant ([t, d, n, s,



Figure 1: Predicted experimental results

z, S, r]). The final C3C4 consonant cluster was one of [sp, rp, mp, lp]. Fillers followed the same structure,
except that some filler items did not end in consonant clusters. Instead, all fillers ended in a phonotactically
licit English coda (e.g. [st, rt, f, n]). All stimuli had stress on the second syllable, and stress did not shift
between the stem and suffixed forms. Stimuli were synthesized using Google Cloud.

2.4. Participants

In total, 150 native English speakers (85 female, 65 male; mean age: 36) were recruited online
from Prolific, and paid at a rate of $13/hour. Participants were randomly put into one of the three artificial
language groups (fifteen in each). 42 more participants were tested but were excluded due to not completing
the experiment, or getting more than 3 responses wrong during the training phase of the study (detailed
below in Section 2.5).

2.5. Procedure

The experiment was conducted online using the Labvanced platform (Finger et al. 2017). Participants
were told that they would be learning words from a foreign language that is similar to English. They were
also asked to pay attention to how words change in different contexts.

Participants were exposed to three suffixes, the vowel-initial /-a/ and two consonant-initial suffixes
/-la/ and /-wa/. /-a/ always meant ‘dual’, while /-la/ and /-wa/ meant either ‘bigger’ or ‘many (>2)’. The
meanings of /-la/ and /-wa/ were counterbalanced across participants, and the meanings of all three suffixes
were indicated visually, as in Fig. 2 below. In the training phase, k-final stems were only shown with the
/-a/ suffix, while filler items were shown with all three suffixes. This means that in the training phase,
participants were never exposed to the phonotactic restriction against [pw] onsets.

During each training trial, participants saw pairs of stem and suffixed forms, presented both auditorily
and orthographically, with accompanying images to indicate the meaning. An schematic example of a
training trial is shown in Fig. 2. Immediately after being shown each stem-suffix pair, participants also
answered a forced-choice question about what the correct suffixed form for the word was. They were given
two options, the correct suffixed form and a suffixed form where either the suffix was wrong, or alternation
was incorrectly applied. The order of stimuli presentation was randomized, and participants were exposed
to each item twice, resulting in a total of 120 training trials.

In the training phase, participants heard new CVCVCC stimuli, presented in random order. In each
trial, the new word was first presented both auditorily and orthographically. Participants were then asked
to pick the correct suffixed form in a forced-choice task. As illustrated in Fig. 3, participants were always
shown two options, one non-alternating and one with p∼k alternation. The suffixed form options were
presented orthographically with no audio, and participants were encouraged to say each option out loud.
The order in which the options were presented was counterbalanced across trials.



Figure 2: Example testing trial Figure 3: Example training trial

3. Results

Results are visualized below in Fig. 4 below, which shows mean responses across all participants
(solid lines) plotted over individual participant responses. Looking first at Fig. 4A, we see that participants
were generally frequency-matching, in that they applied more alternations when the input (i.e. training
data) has a higher proportion of alternating forms. There was also a general preference for non-alternation;
participants applied less p∼k alternation than was present in the input across all four input conditions.

In Fig. 4B, which presents results by suffix type, we observe an effect in the expected direction.
Specifically, participants applied alternations at a higher rate when the suffix is /-wa/ (vs. /-la/). Notably,
this effect is not equal across all rates of alternation, and instead increases as the rate of alternation in the
input increases.

Figure 4: Proportion of p-k alternating responses by distribution of input data (A), and by suffix (B).
Dotted line=expected rate if participants perfectly frequency-match.

We also corroborate these findings using a mixed effects logistic regression model, fit in R using
the lme4 package (Bates et al. 2015, R Core Team 2023). The model has a binary dependent variable
response (alternating vs. non-alternating) and random intercepts for participant and item. Main effects
of alternation rate (continuous variable; the rate of alternation in the input) and suffix (/wa/ vs /la/,
baseline set to /la/), as well as their interaction, were included. Additionally, as described in Section 2.5,
participants were randomly separated into two blocks which differ in the meaning of suffixes /-wa/ and
/-la/. To test for effects of suffix meaning, a main effect of block (1 vs. 2; baseline=1) was also included.
Effects were tested for significance using likelihood ratio tests via the anova() function in R.

Model results are summarized in Table 1. There is a strongly significant effect of alternation rate,
such that as alternation rate increases, the number of alternating responses also increase (𝛽=2.83,
z=3.96, p <0.001). While Suffix is not significant (𝛽=-0.052, z=-0.16, p=0.87), the interaction of Suf-
fixxalternation rate is significant (𝛽=1.25, z=2.25, 0.012), in that the effect of suffix increases as the
alternation rate increases.



Predictors Odds Ratios CI P
(Intercept) 0.03 0.01 – 0.08 <0.001***
alt_rate 16.97 4.19 – 68.77 <0.001***
suff [wa] 0.95 0.51 – 1.78 n.s.
suff [wa] × alt_rate 3.50 1.11 – 10.39 0.012*
Block [2] 0.96 0.58 – 1.60 n.s.

Table 1: Model results: response∼ alt_rate*suffix + block + (1|item) + (1|participant)

4. Discussion

The results replicate the substantial literature on frequency-matching; in particular, the significant
effect of alternation rate suggests that speakers apply more alternations when the input has a higher
rate of alternation. Notably, while frequency-matching has been well-substantiated in wug tests (e.g.
Coleman & Pierrehumbert 1997, Ernestus & Baayen 2003, Hayes et al. 2009), there is relatively little
work on whether speakers frequency-match in the context of artificial grammar learning. Most artificial
grammar experiments teach participants categorical patterns; Baer-Henney et al. 2015 is one of the only
existing studies to vary the rate at which alternations apply in training.

Across all four alternation rates, participants also on average applied a lower rate of alternation than
was present in the input. In fact, even when the input had 80% alternation, participants (on average) only
applied alternations to ∼40% of the test items. This is unsurprising given the literature on alternation
learning, which consistently finds a preference for non-alternation (as discussed in Section 2.1). This
preference could be attributed to paradigm uniformity effects (Kenstowicz 1996, Steriade 1997). Task
effects such as participant inattention, or other contributors to participants underlearning the alternation
pattern, could also have influenced the results.

While there was no main effect of suffix, there was a significant interaction between alternation
rate and suffix, suggesting while learners utilize phonotactics when learning alternations, they do so in a
way that is constrained by paradigm-internal frequencies. This finding is interesting because it shows that
to some extent, learners can apply phonotactics to alternation learning, even when the alternation itself
is not phonotactically motivated. This is reminiscent of so-called ‘grammatical leakage’ (Martin 2011),
where stem-internal phonotactics are active across morpheme boundaries, but have a weaker, gradient
effect.

These results also have consequences for models of alternation learning. First, our results show that
alternations are not always influenced by phonotactics; this supports a model where the two are indepen-
dent, rather than enforced using the exact same mechanisms (i.e. the approach taken in classical OT).
contradicts models in in which phonotactics and alternations isomorphic. Additionally, probabilistic mod-
els of morphophonology tend to focus on frequency-matching, without directly considering phonotactics
(e.g. Albright & Hayes 2003). However, results suggest that does interact with frequencies, in a way that
should be studied and modeled in more detail.

Notably, the exact nature of how frequency-matching and phonotactics interact remains an open
question. One possibility is that learners only utilize phonotactics when there is sufficient evidence for an
alternation pattern that can reduce phonotactic violations. When the input had just 20% of p∼k alternation,
there was strong support for non-alternation. However, as the proportion of p∼k alternation increased in
the input, there was both increased uncertainty in whether final [p] should alternate with [k], and increased
support for an alternation that could be used to reduce phonotactic violations.

Another closely related proposal is that learners are primarily frequency-matching, but draw on
phonotactics when there is uncertainty about whether to extend an alternation. When the input had
just 20% alternation, there was strong evidence for non-alternation. However, as the amount of the
alternation in the input increased, participants’ rate of alternation approached chance (y-axis=50%). This
made paradigm-internal frequencies less informative, causing participants to rely more on phonotactics.
Notably, this proposal predicts that if participants learn a higher rate of alternation, where p∼k alternation
applies with near-certainty, the effect of phonotactics will also disappear or become smaller. This diverges
from the above account, which would predict a stronger effect of phonotactics at higher rates of alternation.



In the current results, almost all participants applied low rates of alternation (<50%), so there is limited
information on how speakers behave when they do learn and apply overall higher rates of alternation.
Future work is needed to tease apart the two proposals. First, we will aim to replicate the results of the
current study in a laboratory setting, which could reduce the effects of participant inattention. Ongoing
follow-up studies are also testing how participants behave when trained on a categorical alteration pattern
that always applies.

5. Conclusion

The current study tests how phonotactics and frequency-matching interact in the context of artificial
grammar learning. Speakers were taught a p∼k alternation pattern with varying rates of application.
Speakers were also taught three suffixes, two neutral with respect to phonotactics, and one where alternation
reduce violations of phonotactic markedness. These results suggest that while alternations and phonotactics
do interact, they are not enforced using the same mechanism.

Our results indicate that both frequency-matching and phonotactics are active in alternation learning.
However, phonotactics do not always influence alternation rates, and are instead constrained by paradigm-
internal frequencies. In particular, the effect of phonotactics was not present when the input had lower rates
of alternation (20%, 40%), and only emerged as the rate of alternation in the input increased. These results
are challenging for approaches such as classical OT, where phonotactics and alternations are enforced
suing the same set of constraints, meaning that phonotactics should always have an effect on alternation
learning. From the current study, it remains unclear exactly how phonotactics and frequency-matching
interact, and future research should help clarify the relationship between these two factors.
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